A MEAN VALUE INEQUALITY FOR ALL FUNCTIONS

PETE L. CLARK

ABSTRACT. Motivated by a loophhole in a standard application of the Mean Value Theorem
that could allow highway speeders to escape justice, we present a version of the Mean Value
Inequality that has no differentiability hypotheses whatsoever.

1. INTRODUCTION
Once, over the course of a single week I attended five short talks on this linchpin of calculus:

Theorem 1 (Mean Value Theorem, henceforth “MVT”). Let f : [a,b] — R be a function.
Suppose that f is continuous and that its restriction to (a,b) is differentiable. Then there is
c € (a,b) such that

) fio= 101D

As one of the speakers pointed out, MVT is not just the equation (1): rather, (1) is its con-
clusion, which holds under the continuity and differentiability hypotheses.

Most freshman calculus students will struggle to find meaning in MV'T unless it is placed in
good context. The speakers did this very well. All of them gave the geometric interpretation
involving a tangent line parallel to the secant line. Most also gave the physical interpretation:
suppose f(x) gives the position of a particle at time x. Then f(b) — f(a) is the displacement of
the particle between time a and time b, while b—a is the elapsed time, so the quantity W
is the particle’s average velocity on the time interval [a,b]. In turn f’(c) can be interpreted
as the instantaneous velocity at time c. Thus MVT asserts that the average velocity is also
equal to the instantaneous velocity for at least one point in time.

Several of the speakers gave the following application: MVT could be used by the high-
way patrol in order to award speeding tickets even when the speeding is not
directly witnessed. Namely, if the authorities know that at time a your position is f(a)
— perhaps you pass a camera that views your license plate — and also that at time b > a
your position is f(b), they can apply MVT to conclude that at some point in between your
f(®)—f(a)
b—a

instantaneous velocity must have been . So if for the entire stretch of the highway

between f(a) and f(b) the speed limit was at most M < w, they can write you a ticket.
Everything so far sounds quite familiar. But during the last lecture a new thought poked
through: there is a snag in this argument. I didn’t see it for years. Do you see it now?

Here it is: in order to apply MVT we need to know that f is continuous on [a,b] and
differentiable on (a,b). Is it clear that one must drive in a differentiable manner?

I think it is not! For instance, if you are driving at 30 mph and get rear ended, that will
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instantly bump up your speed. It seems natural to model this position function as having a
corner point at the point of collision. But even one point of nondifferentiability can falsify
the conclusion of MVT: e.g. the function

f-1L1] =R, z— |z

is differentiable at every point other than x = 0 with derivative either 1 or —1: so f’(¢), when
it exists, gets nowhere near the average velocity, which is 0.

If called to testify on the nondifferentiability problem in traffic court, I would say: while it’s
highly plausible that a driver’s position must be a continuous function of time, differentiability
feels like a simplifying assumption made so as to mathematically model a real world situation.
There are also results suggesting that a “generic” continuous function is not differentiable.!

What is your reaction to this objection? Mine is to question our apparent definition of
“exceeding the speed limit of M” as f’(¢) > M for at least one ¢ in the interval (a,b). Isn’t
this more an interpretation of the derivative than a principled requirement that it exist?

Here is a definition of exceeding a speed limit M that applies to any function f : [a,b] — R
whatsoever: for M > 0, a function f : [a,b] — R is an M-speeder if for all 6 > 0 there

are ¢,d € [a,b] with 0 < d — ¢ < ¢ such that M > M. Thus you are an M-speeder if
there are arbitrarily short subintervals of [a, b] on Wthh your average speed exceeds M. This
definition seems physically appealing and even in accordance with the type of unsafe driving
speed limits are designed to prevent: covering too much ground in too short a time for you
and others to respond appropriately to changes in traffic conditions.

And here is the main result of this note:

Theorem 2. Let f : [a,b] — R be a function. Then:

a) The function f is an M-speeder for all M < W.
b) More precisely: there is ¢ € [a,b] such that:
(i) if f(b 1) 5 M, then for all § > 0 there is x € [a,b] such that 0 < |c — x| < §
and f( ) f(c) > M; and
(ii) if £ (a) < —M, then for all § > 0, there is x € [a,b] such that 0 < |c —z| < §
and f() f(C) < _M.

c) If f is contmuous, the number ¢ of part b) can be chosen to lie in (a,b).

Thus the indirect procedure for awarding (so to speak) speeding tickets seems justified after all.

We give the proof of Theorem 2 in §2. In §3 we explore some complements, including a
version of Theorem 2 for functions taking values in any metric space. In §4 we will discuss
more conventional Mean Value Inequalities and see that they are implied by our results.

2. THE PROOF

For f :[a,b] — R and z € (a,b), we put

D) = 1nfsup{f(x+h2_f(x> ‘0< Ih| <e} € [—o0, o]

e>0

N “generic” continuous function f : [a,b] — R is differentiable at no point in the sense that the somewhere
differentiable functions form a meager subset of the Baire space of all continuous functions [M, §49].
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{f(l”rh) — f=@)

Dy(z) = supinf

e>0 h

We define Dy(a) and Dy(a) (resp. Dy(b) and D (b)) similarly, but restricting to 0 < h < e
(vesp. restricting to —e < h < 0). Thus f is differentiable at € [a, b] — in the one-sided sense
at the endpoints — if and only if Dy(z) and D () are equal and finite, and if so this common

‘ 0<|hl < 6} € [—o0, 00].

value is f/(z). However, both functions are defined (as extended real numbers) for arbitrary f.2

We will make use of the following reframing of the completeness of R as an inductive principle.

Theorem 3 (Real Induction). Let a < b be real numbers, and let S C [a,b]. We suppose:

(RI1) We have a € S.
(RI2) If x € [a,b), thenxz € S = [z,y] C S for somey > x.
(RI3) If z € (a,b] and [a,z) C S, thenz € S.

Then S = [a,b].
Proof. This is [C119, Thm. 1]. O

Theorem 4. Let f : [a,b] > R, and let A, B € R.
a) If D¢(z) < A for all z € [a,b], then -/ < 4.

b—a
b) If Dy(x) > B for all z € [a,b], then {0=1) > B,

a

v

Proof. a) For € > 0, put
S = {w € a,8] | f(x) - f(a) < (A+e)(x - a)}.
It suffices to show:
(2) Ve >0, Se = [a,b].
For if so, then for all € > 0, because x € S, we have
f(0) = fla) < (A+€)(b—a),

and it follows that %Z(a) < A. We will show that S. = [a, b] by Real Induction.
(RI1): It is immediate that a € S..
(RI2): Let = € [a,b) N Se. Since Dy(x) < A, there is § > 0 such that for all y € [z, z + J] we

have W < A + ¢, and thus we have

Fy) = fla) = (f(y) = f(@) + (f(2) = fa)) S (A+e)(y—2) + (A+e)(x —a) = (y—a)(A+e),

so [z,z + ] C S..
(RI3): Let z € (a,b] N Se. Since D¢(x) < A, there is § > 0 such that for all y € [z — 6, z] we

x

have %‘{;(y) < A + ¢, and thus we have

f(@)=fla) = (f(2) = f() + (f(y) = f(a)) S (A+€)(z—y) +(A+€e)(y—a) = (x—a)(A+e),

so x € S,.
b) This is very similar to part a). Or, since D_ () = —Dj(x), we can reduce to part a). [

2These are two-sided versions of the Dini derivatives, though you need not know what that means.
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Part b) of Theorem 2 follows from Theorem 4:
o If f(b)_f(a) > M, then by Theorem 4a) we have D(c) > M for some ¢ € [a, b], so for all

(5>Otherelsx€ [a,b] with 0 < |¢ — 2| < ¢ such that f(‘r) (c) > M.
o If LO=J(@) ) f(a) < —M, then by Theorem 4b) we have D ( ) < —M for some c € [a, b], so for
a115>0therelsa:€ [a,b] with 0 < ]c—x!<5suchthat M< —M.

Clearly one of these holds if ’f Uk ‘ > M, so fis an M- speeder and part a) follows.

As for part c), suppose that f is contlnuous Then there are a < o’ < b < b such that M <
‘f(b’ —f(a’)

. Applying part b) to the restriction of f to [a’, V] gives us a ¢ € [d/, ] C (a,b).

a ifr=a

b ifa<z<b
The only c € [a,b] that satisfies the conclusion of Theorem 2b) is ¢ = a. Thus in Theorem 2c)
the hypothesis of continuity cannot be removed.

: — — f)—f(a)
Example 5. Let f : [a,b] = R by f(x) = yand let 0 < M < 1= “5—-=.

3. SOME COMPLEMENTS
3.1. Infinite Speeders. Let us say that a function f : [a,b] — R is an infinite-speeder if
it is an M-speeder for all M > 0.
Our next result has a clear moral: do not drive discontinuously!
Proposition 6. Every discontinuous function f : [a,b] — R is an infinite-speeder.

Proof. Suppose that f is discontinuous at ¢ € [a,b]. Then there is € > 0 such that for all
n > 0, there is « € [a,b] with 0 < |z —¢| < n and |f(z) — f(c)| > €, so
€

‘f>>,
x—c n
Let M,0 > 0. Taking n := min (5, ﬁ) shows that f is an M-speeder. O

However, the converse of Proposition 6 fails: there are continuous infinite-speeders.

Example 7.

a) The function f:[-1,1] - R by z — x5 is an infinite-speeder. The vertical tangent
line at 0 means Dy(0) = D;(0) = oo, and the result follows from this.

b) More generally, any function f : [a,b] — R for which either Dy or Dy is unbounded
is an infinite-speeder. The function g : [—1,1] - R by

_Ja e 2?sin(1/2?)  ifx#£0
g(x)_{o ifz=0

is everywhere differentiable but its derivative is unbounded on any interval containing
0. So even a differentiable function can be an infinite-speeder.

c) For C > 0, a function f : [a,b] — R is C-Lipschitz if for all x,y € la,b], we
have |f(z) — f(y)| < Clx — y|. Evidently a C-Lipschitz function is not an M -speeder
for any M > C. In particular, if f : [a,b] — R is a C'-function — i.e., f' ea-
ists and is continuous (hence bounded, by the Extreme Value Theorem) — then f is
max,e(q ) | f'(7)]-Lipschitz, by MVT, so is not an infinite-speeder.
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3.2. Strong Speeders. Say a function f : [a,b] — R is a strong M-speeder if there is
¢ € [a,b] such that for all 6 > 0 thereis x € [a, b] with 0 < |z—c¢| < § such that ‘M‘ > M.

r—cC
By Theorem 2, every f : [a,b] — R is a strong M-speeder for all 0 < M < W. Above I
went with my honest intuition for what should constitute a speeding violation. Should I have
made the stronger definition instead? In fact it doesn’t matter:

Theorem 8. For f : [a,b] = R and M > 0, the following are equivalent:

(i) There are a < c < d <b such that W > M.
(ii) The function f is a strong M -speeder.
(iii) The function f is an M -speeder.

Proof. 1If (i) holds, then applying Theorem 2 to f |[C,d] shows that f “Qd] is a strong M-speeder,
which implies that f itself is a strong M-speeder, which implies that f is an M-speeder, which

certainly implies that there are a < ¢ < d < b such that W > M. O

Say f :[a,b] — R is a strong infinite-speeder if there is ¢ € [a, b] such that for all M,§ > 0
there is = € [a,b] with 0 < |z — ¢| < § such that W > M. The proof of Proposition 6
shows that every discontinuous function is a strong infinite-speeder. A function f is a strong
infinite-speeder if and only if Dy(c) = oo or D;(c) = —oc for some ¢ € [a,b], so there are
continuous strong infinite-speeders (Example 7a)) but no differentiable ones.

3.3. Speeding in Metric Spaces. The notion of M-speeder can easily be adapted to func-
tions taking values in a metric space: if (X, d) is a metric space and M > 0, we say a function

f:a,b] — X is an M-speeder if for all 6 > 0 there are x,y € [a,b] with 0 < |z —y| < ¢ and

d(f(x),f(y))
lz—yl

Theorem 9. Let (X,d) be a metric space, and let f : [a,b] — X be a function. If
A(f(a), /%)
b—a
then f is an M-speeder. Indeed there is ¢ € [a,b] such that for all § > 0 there is x € [a,b]
such that 0 < |c — x| < ¢ and M’fcl@f)) > M. If f is continuous, we may take ¢ € (a,b).

|lz—

> M. Our main result continues to hold in this context.

0< M<

Proof. Let 0 < M < W. Define D : [a,b] — R by = — d(f(z), f(a)). Since D(a) = 0
and D(b) = d(f(a), f(b)), we have M < ‘w , so applying Theorem 2 to D : [a,b] — R,

we get ¢ € [a,b] such that for all 6 > 0 there is z € [a,b] with 0 < |c — 2| < 0 and

‘%‘ > M. By the Reverse Triangle Inequality [C-GT, Prop. 2.1] we have
A0, f@) | |PE =D,
lc — x| c—x
The proof that we can take ¢ € (a,b) if f is continuous is the same as in Theorem 2. O

4. DEBRIEFING ON MEAN VALUE INEQUALITIES
To ticket differentiable speeders, one only needs the following weakening of MVT:

Theorem 10 (Mean Value Inequality, henceforth “MVI”). Let f : [a,b] — R be a continuous
function whose restriction to (a,b) is differentiable. If m < f'(x) < M for all x € (a,b), then

(3) m(y —z) < f(y) — flz) < M(y — z)
for all x,y € [a,b] with z < y.
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Our Theorem 2 is essentially Theorem 10 with the differentiability hypothesis removed: in
particular, Theorem 2 implies Theorem 10. It is mentioned in [Cl119, Thm. 1.8] that one
can use Real Induction to give a nice proof of MVI. The proof itself did not make it into the
published version, but it is very close to the proof of Theorem 4 given here. So the main point
of this note is that the proof of MVI actually works to show something stronger in which
differentiability need not be assumed.?

MVTI is also a well-known result. Omne can find in the literature a curious palaver about
whether it is “more natural” than MVT and whether one should promote MVI to MVT’s
honorable position in the calculus curriculum. The suggestion that MVT should somehow
be replaced by the weaker MVI goes back at least to 1967 works of Bers [Be67] and Cohen
[Co67] and has also been made by Dieudonné [D] and Boas [Bo81], among others.

I’'m afraid I have never been able to understand this controversy, but it may have something
to do with the following point: we can differentiate vector-valued functions f : [a,b] — R,
but when N > 2 it is hopeless to try to equate W with f’(c) at some ¢ € [a, b], even
after taking norms. For instance the function f : [0,27] — R? given by f(z) = (cosz,sinz)

has W = 0 but ||f'(¢)]| = 1 for all c¢. In contrast MVI does extend to this setting:
see e.g. [R, Thm. 9.19]. (I am still puzzled: that a result fails to generalize to vector-valued
functions seems like a strange reason not to like or use it in the scalar-valued case!)

In fact MVI extends to functions f : [a,b] — W, where (W,]| - ||) is a normed linear space
over R. (We take precisely the usual definition of derivative: f’(z) = limp_o W)
Theorem 11. Let (W, ||-||) be a normed linear space, and let f : [a,b] — W be a continuous
function whose restriction to (a,b) is differentiable. If || f'(z)|| < M for all x € (a,b), then

1f(b) = fa)l] < M(b— a).
Proof. See [C, p. 122]. O
Theorem 11 is a consequence of our Theorem 9. Unlike Theorem 10, Theorem 11 does not

really use f/(z) itself but only its norm ||f/(z)||. This suggests a further generalization: for a
metric space X and a function f : [a,b] — X, one can define a metric derivative

1 [t = R, |f)(@) = lim 2@ F()

h—0 h ’

provided this limit exists for all z € [a,b]. This definition appears in the literature, e.g. [AGS,
p. 24]. The following generalization of Theorem 11 is also a consequence of our Theorem 9.

Theorem 12. Let (X,d) be a metric space, and let f : [a,b] — X be a continuous function
whose restriction to (a,b) is metrically differentiable: |f'|(x) exists for all x € (a,b). If
|f'|(x) < M for all x € (a,b), then

d(f(b), f(a)) < M(b— a).
But let us end by reiterating our main point: actually we need not make any differentiability

assumption at all, and it may be better not to do so.

3The use of Real Induction is not the point: it’s just a proof technique I happen to like. One could certainly
give a proof using least upper bounds instead — even essentially the same proof — and you may prefer to do so.
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